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Introduction

Automated translation, also known as machine translation, is based on auto-
matically realized machine translation of text in one language (source language,
SL) into text in another language (target language, TL). This field is also referred
to as TTTL - Translate Text To Language.

Linguistic and philosophical ideas of creating a universal language and me-
chanical dictionaries date back to the seventeenth century. They remained a pure
theorizing until the forties of the twentieth century, when technological improve-
ments led to the first practical inventions. In 1949 Warren Weaver encouraged
American scientists to build a computer-based translator. The first automatic tran-
slator, in a very basic form, was constructed in 1954 by researchers from
Georgetown University in collaboration with IBM. The machine was able to
translate at a time around sixty Russian sentences into English [Cheragui, 2012,
p. 161]. This implementation started years of subsequent researches, concepts and
discoveries in the field of machine translation. Nowadays, machine translation is
present in everyday life and available at least for every Internet user [Hutchins,
1995, p. 431-445].

Automated translation system should be able to analyse all elements of a sen-
tence in order to interpret its meaning and the context of used words. At the basic
level, the system performs simple substitution of words. However this process
cannot bring good results, because it is necessary to recognize whole phrases and
their closest counterparts in the target language. Every natural language has its
own grammatical structure and rules which have to be followed by machine trans-
lation systems. This requires extensive linguistic knowledge of grammar, syntax
and semantics — not only in the source language, but also in the target one. For that
reason, the biggest challenge is to create a translation module which could gener-
ate high-quality translations without the need of human intervention.

The aim of this paper is to present automated translation systems and to exam-
ine their drawbacks and limitations. The paper is organized as follows. Section 1
presents a brief review of machine translation approaches. Section 2 describes
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functioning of existing machine translation systems along with their architecture.
Section 3 analyses faults and constraints of machine translation systems. Finally,
the last section presents our conclusions.

5.1. Approaches to machine translation

Over the years of the development of machine translation, researchers have
been adopting various approaches to this issue. The most general classification
distinguishes three following approaches: rule-based approach, corpus-based ap-
proach and hybrid approach [Cheragui, 2012, p. 163-165; Langa, Wojak, 2011,
p. 5; Tripathi, Sarkhel, 2010, p. 389-391].

5.1.1. Rule-based translation

Rule-based translation is based on a built-in set of linguistic rules, previously
elaborated by linguists. This approach also includes gigantic bilingual dictionaries
for each language pair. Rule-based translation system parses the source text and
creates its temporary representation. Then, using a set of appropriate rules and
transformations of grammatical structures, the temporary representation is refor-
mulated into text in the target language. This process requires a comprehensive
set of grammar and linguistic rules as well as extensive lexicons which contain
morphological, syntactic and semantic information.

In this approach it is possible to achieve a good and very good quality of trans-
lation. The translation is coherent and predictable, even though it can be shorn
of smoothness expected by readers. We have to be aware of the fact that the pro-
cess of improving the quality of the translation has to be long and expensive. On
the other hand, rule-based translation efficiency is high, even when realized on
the standard hardware.

Rule-based translation constitutes the basis of following methods:

- direct translation approach,
- transfer-based approach,
- interlingual approach (i.e. translation using artificial intermediate language).

The clearest explanation of the complexity of the rule-based translation meth-
ods is presented on so-called Vauquois triangle illustrated in Figure 5.1.
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Figure 5.1. The Vauquois triangle
Source: [Dorr et al., 2005, p. 2].

The Vauquois triangle shows that the most basic method, which is direct
translation, includes a low level of analysis and requires extensive knowledge
about the structure of the word. When moving from the base to the apex of the tri-
angle, one can observe an increase in the required level of analysis with a simulta-
neous decrease in the demand for knowledge about the structure of the word.
Therefore selection of the method influences the level of depth of analysis on
the one hand, and the extension of the knowledge and linguistic diversity on
the other hand.

5.1.2. Corpus-based translation

Corpus-based translation is based mainly on existing multilingual corpora.
They contain a minimum of 2 million words per specific field, and even more for
colloquial language translations. In corpus-based translation approach it is possi-
ble to achieve a translation on a high level of quality, but sometimes the translation
might be inconsistent and unpredictable. Unfortunately, most companies do not
dispose of sufficiently large multilingual corpora, which are necessary in the pro-
cess of building and training translation models. What is more, translation re-
quires a significant amount of processing power. To achieve even average perfor-
mance, expanded hardware configuration is necessary. However, if the company
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has adequately large multilingual corpora, process of quality improvement is fast
and cost-effective.

Corpus-based translation is the basis of the following methods:

—  statistical machine translation (SMT),
- example-based machine translation (EBMT).

Statistical machine translation uses statistical models that generate the most
likely translation based on corpus, which is a large database of translated texts. In
this method statistical correlation tables assign, on the basis of probability, words,
sentences and phrases from the source language to their counterparts in the target
language. Building statistical translation models is considered as a relatively fast
process and does not require implementing a set of grammatical rules.

Example-based machine translation is a form of “translation by analogy” and it
can be perceived as machine learning system which includes case-based reason-
ing. Examples are located in bilingual corpora, containing pairs of analogical sen-
tences in the source and target language. These sentences simplify process of mo-
del training.

5.1.3. Hybrid translation

Hybrid translation combines strengths of previous approaches. Its aim is to
achieve a very good level of translation quality and high efficiency on a given har-
dware (as in rule-based translation) while ensuring low investment costs (as in sta-
tistical translation).

5.2. Functioning and architecture of automated translation
systems

5.2.1. Rule-based systems

In the direct translation system the translation process is based on the knowl-
edge of the source language and knowledge about how to transform parts of ana-
lysed sentences in the source language to sequences of sentences in the target lan-
guage. The architecture of this basic approach to automatic translation is
illustrated in Figure 5.2.

On the other hand, in the transfer-based system translation requires extensive
knowledge about the source and target languages, as well as about the connection
between the analysed sentences in both languages. Therefore, the architecture
of this system is also called linguistic knowledge architecture.
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Figure 5.2. The architecture of a rule-based direct translation system
Source: [Arnold et al., 1994, p. 60].

The architecture of a transfer-based system is shown in Figure 5.3.
As it can be seen in the Figure 5.3, the architecture of a transfer-based system
requires two components:

— analysis, which contains an impressive set of grammatical rules of the source
language and the target language; these rules are used by parsers for the analy-
sis of sentences in the source language and for transferring them into a symbo-
lic representation,

- synthesis, which connects each representation of the sentence in the source
language with a corresponding representation of the sentence in the target lan-
guage. This representation is the basis for generating a translation in the target
language.

The most complex rule-based system, i.e. interlingual system, represents

a higher level of analysis than transfer-based approach. It uses so-called

interlingua, an artificially created intermediate language. The architecture of an

interlingual system is illustrated in Figure 5.4.
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5.2.2. Corpus-based systems

Statistical machine translation (SMT) system makes a decision that is con-
nected to probability. Among whole sentences in the target language, SMT syste-
m must find the most likely translation of a given source sentence. The probability
that the target sentence is the adequate translation of the source sentence is calcu-
lated on the basis of earlier learning of the model on small segments (sequences
of words) of bilingual corpus of texts. Thus, in this approach whole translation
constitutes a sum of shorter fragments translation.

Figure 5.5 illustrates the basic architecture of the SMT system. SMT transla-
tion involves two main stages: 1) training, during which the system is taught from
available translation examples, and 2) testing, during which the new sentences are
translated.

——

parallel aligned units translation

corpus corpus extraction units
model estimation

source sentence . target translation

Figure 5.5. The architecture of statistical machine translation system

training

Source: [Crego Clemente, 2008, p. 5].

Training stage starts with sentence-to-sentence parallel corpus alignment, and
continues with determining pairs of counterparts generated automatically by
word-to-word alignment. This process is also called as “text binding” [Lewan-
dowska-Tomaszczyk, 2005, p. 43]. Then, translation units (phrases) are automati-
cally extracted from a parallel training corpus. They are used in the testing stage
while generating new sentences. Finally, the last stage is phrase scoring. In this
step, the translation probabilities are computed and scored for all phrase pairs
[San-Segundo et al., 2013, p. 66]. While searching for a sentence with the highest
translation probability, there are used several models responsible for adequacy
and smoothness of translation.
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Example-based machine translation (EBMT) system is based on intuitive as-
sumption that people use already existing examples of translations in order to
translate new input. If such system has to function properly, it must include bilin-
gual corpus of parallel examples (their other name is “bitext” or example-base) to
translate each part of a sentence. EBMT is based on previous translations in order
to generate further translations. This process is broken down into three stages:

- matching,
— alignment,
- recombination.

The matching module finds an example or a set of examples from a parallel
corpus, that matches best to the sequence of words in source language. The align-
ment module identifies equivalents within the string of “source-target” words
from examples extracted previously during the matching stage. Recombination
generates the final translation by putting together essential parts of the translation
in the target language. Figure 5.6 illustrates the architecture of the example-based
machine translation system.
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Figure 5.6. The architecture of the example-based machine translation system
Source: [Dandapat, 2012, p. 12].

5.3. Faults and constraints of automated translation systems

Automated translation systems make a lot of mistakes that almost never occur
in case of human translations. Professional translator is more aware of the context
and other important aspects of the translation. All of these limitations related to
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machine translation differ depending on the translated language pair. When two
translated languages are profoundly dissimilar, then these errors are critical.

5.3.1. Ambiguity

One of the problems in machine translation is ambiguity which usually refers
to vocabulary and language structure. What is more, those two types of ambiguity
have the most impact on the quality of the translation. Ambiguity related to vocab-
ulary occurs when words have multiple meanings. Ambiguity of the language
structure results from the fact that we can interpret the same sentence in multiple
ways.

5.3.2. Accuracy

Accuracy in machine translation is not always on the same level. Most systems
translate word for word without understanding translated information. If we do
not take into account the meaning of the text, the most common result is a general
outline of the translation. Such translation has to be corrected by human.

5.3.3. Context

Automated translation systems cannot use previous experience in a way that
human translators do it. In languages such as English, one word can have hun-
dreds of different meanings depending on the context. Therefore, in order to prop-
erly translate the text, a system should take into account the intersentential con-
text. As a result we should obtain a coherent multi-sentence text in target
language. Unfortunately, machine translation has not yet reached the level that
would allow to understand the whole intersentential syntactic context.

5.3.4. Training corpuses and machine learning

Performance of machine translation depends on training phase, therefore it
might suffer from the problem of data sparseness. In case of small amount of train-
ing set, there is a problem of data prediction. This requires wide coverage of full
lexicon of source and target language. Problem also occurs when the training data
is from one domain, and system is applied to operate in some other field. Although
parallel corpora are becoming increasingly available for various language pairs,
the size of such corpora for the most language pairs are limited [Sugandhi et al.,
2011, p. 3].
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In order to achieve machine translation quality close to the human translation
level, translation models must be able to recognize complex syntax and semantic
representations and their equivalents in various languages. The key task of model
learning in this case is to identify correspondence between structures in two lan-
guages and to model these connections statistically.

More difficult thing is to teach models using parallel data, where the syntax
and semantic structures are available only for one of the two languages. The model
learning task in this case is to project structures from one language to the their cor-
responding structures in the second language using word-to-word correspon-
dence. The problem lies in obtaining needed training resources. The development
of annotated training corpora is a necessary step without which researches on
the development of such machine learning system cannot even begin [Sugandhi et
al,, 2011, p. 5].

5.3.5. Language constraints

There are four most important language constraints which occur during ma-
chine translating process [Sugandhi et al,, 2011, p. 4-5]:
1) cultural differences,

N

changes in linguistic theory,

w

)
) morphological complexity,
)

N

researches focused only on English.

Cultural differences

Cultural differences are a problem in current machine translation systems.
The bigger difference between the source and target culture, the more problems
arise while translating. Some words associated with one culture do not have their
equivalent words in other languages. For example, the Indian word “sari” (tradi-
tional dress of Indian women) often has no equivalent word in other languages
[Sugandhi et al., 2011, p. 4]. Here occurs a problem of untranslatability of individ-
ual words, with which often cannot cope even professional translators.

Another language problem, in the context of cultural differences, constitute
unknown words. Unknown words are the source language words which are not in-
cluded in the training data, and thus have no equivalent in the target language. The
current machine translation systems usually omit such words, or leave them
in their original form. This is justified in the case of names (assuming you do not
have to make transliteration), but neither the omission of the word, nor leaving it
in its original form, is a satisfactory solution. It is well known that unknown words
issue significantly influences the quality of translation. This problem can be par-
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ticularly severe when the available bilingual data is very small. First of all, it is dif-
ficult to find the meaning of these words in the target language. What is more,
the unknown word can negatively affect the lexical selection and reordering
the words around it. The conventional solution to the problem of unknown words
is to find their equivalents in the target language with additional resources, such as
multilingual data, web data or linguistic resources such as WordNet. However,
most of these methods can cope only with certain types of unknown words, such
us named entities, abbreviations, compounds or morphological variants. There-
fore, problems connected with unknown words still remain unsolved. Moreover,
the translation of such words with which the system copes, might not help
in the lexical selection and reordering of the surrounding words because transla-
tion is obtained for other re-sources than the original bilingual training data
[Zhang et al., 2012, p. 176-178].

Another constraint which depends on culture is translation of idioms. Idioms
are defined as a multi-words expressions with constant sense (often metaphori-
cal), meaning of which cannot be fully understood from the individual meanings
of its elements. One of the issues that concerns precisely this kind of expressions is
their ambiguity, so thus they can be interpreted literally and metaphorically. Some
part of idioms can be translated word for word, provided that a similar expression
exists in the target language. However, in cases when there is no similar idiom
in target language, such translation is not possible. Very often this type of expres-
sions are culturally limited, which means that they can exist only within one coun-
try or even a small region. Therefore, it is very difficult to transfer them into totally
different cultural context. One method for translating these idioms is to find idi-
oms in the target language with a similar meaning and form, or similar meaning,
but different form. It is also possible to use a paraphrase. If idioms have no close
counterparts, system can simply omit them [Gaule, Josan, 2012, p. 51]. Unfortu-
nately, in many cases systems still cannot cope with this kind of expressions. Idi-
oms require specific, separate rules, obviously in addition to the standard rules
that apply to “ordinary” words and other linguistic structures.

Changes in linguistic theory

The development of machine translation, considered from the point of view
of system performance, has to go hand in hand with the development of linguistic
theory. However, this is difficult to achieve in practice, since modification of the
knowledge base is not easy, especially when it comes to the colloquialisms. This
results in a large communication gap between theoretical linguistics and practical
research in machine translation. We also must take into consideration acronyms
and official words which we use in translation, especially in multilingual transla-
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tions. Acronyms are difficult to translate due to the fact that different letters are
used in various languages, often in a changed order. This can be avoided in the fu-
ture if they will be replaced by acronyms accepted in many languages [Sugandhi
etal, 2011, p. 4].

Morphological complexity

Each language has a different level of morphological complexity. When it co-
mes to English, the morphology is quite simple. Therefore, recent research in ma-
chine translation has paid only limited attention to issues of effectively handling
complex morphology. All methods of machine translation tend to retain the struc-
tural characteristics of the source language, despite the fact that they should be
more oriented toward the target language. In a multilingual machine translation
various methods of translations for different target languages are implemented. To
change this, researchers have been developing new translation models that effec-
tively cope with complex morphology. The issue of data sparseness should be also
taken into account [Sugandhi et al., 2011, p. 4-5].

In the source literature there are also mentioned several open and long-term
challenges that need to be solved in the near future of automated translation
[Lopez, Post, 2013, p. 2]:

— translation of sparse language pairs,

- translation across different domains,

— translation of informal text,

- translation into morphologically rich languages.

Researches focused only on English

USA is the heart of development of computer technology. However, this is
one of the most homogeneous societies in the world in terms of language. For this
reason, most of the linguistic theory of machine translation is based on phenomena
observed in English. In addition, statistical machine translation is focused on
a small number of language pairs for which huge amounts of sentence-aligned par-
allel texts have become available. Theories such as Lexical Functional Grammar
or Generalized Phrase-Structure Grammar and their various derivatives were in-
tended to cover as large range of languages as possible, not only within one spe-
cific language, but also for different types of languages.

When comparing various languages to English, they differ in a writing system,
grammatical structure, and in a way of expressing similar meanings and inten-
tions. Many world languages use some variant of the Latin alphabet, including
particular special characters, or a totally different writing system than English.
Additionally, languages such as Arabic, Persian and Hebrew are written from
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right to left, while Japanese and Chinese may be written from top to bottom
[Sugandhi et al., 2011, p. 4-5]. All these issues need innovative computing solu-
tions.

A particular challenge in machine translation are less popular European lan-
guages, which are characterized by rich morphology and language structure. For
economic reasons, current commercial activities focus exclusively on the most
widely spoken languages. For example, despite the fact that Google Translate cov-
ers more than 70 languages, the quality of translation of e.g. Baltic languages is
much worse than English, French, Spanish. Languages that are not widely used,
need special attention and detailed researches.

Conclusion

Although machine translation is a rapidly developing technology, there are
still some limitations in the current automated translation systems. They mainly
relate to variability of semantic meanings, which is conditioned by historical, cul-
tural and civilizational factors. Automated translation problems also arise from
the syntax differences between source and target language. In addition, machine
translation systems often cannot cope with homonyms, synonyms and metaphors.
There are also other issues to encounter, such as: recognition of the context
of translated sentence, cultural differences between pairs of translated languages,
changes in linguistic theories and morphological complexity of many natural lan-
guages. Unfortunately, extensive development of machine translation is not facili-
tated by researches strongly focused on English, which is the twenty-first century
Latin.
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